Chapter 24

Intermittency

Sometimes They Come Back
—Stephen King

(R. Artuso, P. Dahlgvist, G. Tanner and P. Cvitanovic)

N THE THEORY Of chaotic dynamics developed so far we assumed that tha-evol
tion operators have discrete spediz@ z1, 2o, . . .} given by the zeros of

1@ =) ] |a-z2).
k

The assumption was based on the tacit premise that the dgm@&@verywhere
exponentially unstable. Real life is nothing like that tstapaces are gener-
ically infinitely interwoven patterns of stable and unstabkhaviors. The

stable (in the case of Hamiltonian flows, integrable) orbissnot communicate
with the ergodic components of the phase space, and candiedrBy classical
methods. In general, one is able to treat the dynamics nallesbrbits as well
as chaotic components of the phase space dynamics welhvétperiodic orbit
approach. Problems occur at the borderline between chabseguolar dynamics
where marginally stable orbits and manifolds presefiiadilties and still unre-
solved challenges.

We shall use the simplest example of such behavior - integnay in 1-
dimensional maps - to illustratdfects of marginal stability. The main message

will be that spectra of evolution operators are no longecréie, dynamical zeta
functions exhibit branch cuts of the form

1/¢@=(-)+A-2%C-),
and correlations decay no longer exponentially, but as ptaves.
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Figure 24.1: Typical phase space for an area- 0.2
preserving map with mixed phase space dynamic:
here the standard map fer= 1.2 .

24.1 Intermittency everywhere

In many fluid dynamics experiments one observes transifians regular behav-
iors to behaviors where long time intervals of regular béral/laminar phases”)
are interrupted by fast irregular bursts. The closer tharpater is to the onset of
such bursts, the longer are the intervals of regular behaViee distributions of
laminar phase intervals are well described by power laws.

This phenomenon is calleidtermittency and it is a very general aspect of
dynamics, a shadow cast by non-hyperbolic, marginallyiststiate space regions.
Complete hyperbolicity assumed in (18.5) is the exceptather than the rule,
and for almost any dynamical system of interest (dynamicsrinoth potentials,
billiards with smooth walls, the infinite horizon Lorentzgy&tc.) one encounters
mixed state spaces with islands of stability coexistinghwiyperbolic regions,
see figure 24.1 andexample 7.7. Wherever stable islandsitarepersed with
chaaotic regions, trajectories which come close to the stisldnds can stay ‘glued’
for arbitrarily long times. These intervals of regular nootiare interrupted by
irregular bursts as the trajectory is re-injected into theatic part of the phase
space. How the trajectories are precisely ‘glued’ to thegmatly stable region is
often hard to describe. What coarsely looks like a bordemdgkand will under
magnification dissolve into infinities of island chains otdeasing sizes, broken
tori and bifurcating orbits, as illustrated in figure 24.1.

Intermittency is due to the existence of fixed points andeydf marginal
stability (5.6), or (in studies of the onset of intermittghto the proximity of a
nearly marginal complex or unstable orbits. In Hamiltorsgetems intermittency
goes hand in hand with the existence of (marginally stabl&MKori. In more
general settings, the existence of marginal or nearly margirbits is due to in-
complete intersections of stable and unstable manifoldsSmale horseshoe type
dynamics (see figure 12.11). Following the stretching aiirig of the invariant
manifolds in time one will inevitably find state space powtsvhich the stable and
unstable manifolds are almost or exactly tangential to edleér, implying non-
exponential separation of nearby points in state spaca other words, marginal
stability. Under small parameter perturbations such rmghoods undergo tan-
gent bifurcations - a stablenstable pair of periodic orbits is destroyed or created
by coalescing into a marginal orbit, so the pruning which Wallsencounter in
chapter 12, and the intermittency discussed here are tws sitthe same coin. section 12.4
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Figure 24.2: A complete binary repeller with a
marginal fixed point. ‘ ‘ ‘ ‘
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Figure 24.3: (a) A tent map trajectory. (b) A
Farey map trajectory.
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How to deal with the full complexity of a typical Hamiltoniasystem with
mixed phase space is a venyfiult, still open problem. Nevertheless, it is pos-
sible to learn quite a bit about intermittency by considgniather simple exam-
ples. Here we shall restrict our considerations to 1-dinoga$ maps which in the
neighborhood of a single marginally stable fixed poink-a take the form

X f(X) = x+ O(X**S), (24.1)

and are expanding everywhere else. Such a map may allowdapeslike the
map shown in figure 24.2 or the dynamics may be bounded, li&k&&#ney map

] x/(1-x) xe[0,1/2]
x> 1(x) —{ (1—x/x xe[1/21] (24.2)
Figure 24.3 compares a trajectory of the tent map (11.4) lsjdside with a
trajectory of the Farey map. In a stark contrast to the umfprchaotic trajectory
of the tent map, the Farey map trajectory alternates intently between slow
regular motion close to the marginally stable fixed poing ahaotic bursts. section 24.3.4
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The presence of marginal stability has striking dynamicaisequences: cor-
relation decay may exhibit long range power law asymptagicdvior and dfu-
sion processes can assume anomalous character. Escapa feqaller of the
form figure 24.2 may be algebraic rather than exponentiallorig time explo-
rations of the dynamics intermittency manifests itself bjp@ncement of natural
measure in the proximity of marginally stable cycles.

The questions we shall address here are: how does margaditgtaffect
zeta functions or spectral determinants? And, can we dguueer law decays of
correlations from cycle expansions?

In example 23.5 we saw that marginal stability violates of#he conditions
which ensure that the spectral determinant is an entirdibtmcAlready the sim-
ple fact that the cycle weight/[lL — Aj| in the trace (18.3) or the spectral determi-
nant (19.3) diverges for marginal orbits witky| = 1 tells us that we have to treat
these orbits with care.

In the following we will incorporate marginal stability dtb into cycle-expansions
in a systematic manner. To get to know théidulties lying ahead, we will start
in sect. 24.2 with a piecewise linear map, with the asymgagot24.1). We will
construct a dynamical zeta function in the usual way withwoitrying too much
about its justification and show that it has a branch cut sargy We will cal-
culate the rate of escape from our piecewise linear map addHat it is charac-
terized by decay, rather than exponential decay, a power\gsvwill show that
dynamical zeta functions in the presence of marginal stalgian still be written
in terms of periodic orbits, exactly as in chapters 17 andadih one exception:
the marginally stable orbits have to be explicitly exclud&tis innocent looking
step has far reaching consequences; it forces us to chamggrtibolic dynamics
from a finite to an infinite alphabet, and entails a reorgaiminaof the order of
summations in cycle expansions, sect. 24.2.4.

Branch cuts are typical also for smooth intermittent maybk isblated marginally
stable fixed points and cycles. In sect. 24.3, we discussyttie expansions and
curvature combinations for zeta functions of smooth mapsréa to intermit-
tency. The knowledge of the type of singularity one encasnemables us to
develop the fiicient resummation method presented in sect. 24.3.1.

Finally, in sect. 24.4, we discuss a probabilistic apprdadhtermittency that
yields approximate dynamical zeta functions and providgaable information
about more complicated systems, such as billiards.

24.2 Intermittency for pedestrians

Intermittency does not only present us with a large repertof interesting dy-
namics, it is also at the root of many sorrows such as slowergewvice of cycle
expansions. In order to get to know the kind of problems whitgbe when study-
ing dynamical zeta functions in the presence of marginailgiawe will consider
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Figure 24.4: A piecewise linear intermittent map of q
(24.3) type: more specifically, the map piecewise lin- 02 ;*7;1 2
ear over intervals (24.9) of the toy example studied be- /9,7 b

low,a=.5,b=.6,s=10. 0 L L

an artfully concocted piecewise linear model first. Frontehge will move on to
the more general case of smooth intermittant maps, seét. 24.

24.2.1 Atoy map

The Bernoulli shift map (23.6) is an idealized, but highlgtiuctive, example
of a hyperbolic map. To study intermittency we will now const a likewise
piecewise linear model, an intermittent map stripped dawitstbare essentials.

Consider a mapx — f(x) on the unit intervalM = [0, 1] with two monotone
branches

fo(X) for xe Mo =[0,4a]
) ={ f00 for xe My = [b.1] - (24.3)

The two branches are assumed complete, thig{.1elo) = f1(M1) = M. The map
allows escape i&i < b and is bounded i = b (see figure 24.2 and figure 24.4).
We take the right branch to be expanding and linear:

(9 = T2 (x-b).

Next, we will construct the left branch in a way, which will@k us to model
the intermittent behavior (24.1) near the origin. We choseoamotonically de-
creasing sequence of poingg in [0,a] with g1 = aandg, — 0 asn — .
This sequence defines a patrtition of the left interVg into an infinite number of
connected intervalaf,, n > 2 with

My =ltn,Gha]l  and  Mo=| JM, (24.4)

The mapfp(X) is now specified by the following requirements

e fp(X) is continuous.
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e fo(X) is linear on the intervald i, for n > 2.
e fo(On) = On-1, thatisM, = f™([a, 1]) .
This fixes the map for any given sequericg}. The last condition ensures the

existence of a simple Markov partition. The slopes of theowar linear segments
are

fix) = W = el for xe My, n>3

’ _  fo(@)=fo(m) _  1-
fj) = Hdlblw m’;l‘l for x € My (24.5)
f5(0 = 5 = for x e My

with |Mp| = gn-1 — gn for n > 2. Note that we do not require as yet that the map
exhibit intermittent behavior.

We will see that the family of periodic orbits with code™lays a key role
for intermittent maps of the form (24.1). An orbit@nters the intervald1; —
Mpi1 = My — ... = My successively and the family approaches the marginal
stable fixed point ak = 0 forn — oo. The stability of a cycle 10for n > 1 is
given by the chain rule (4.46),

1 1-a

IMnial1-b° (24.5)

Ao = fo(ne) o (%) - - - fo(x2) F1(Xa) =

with X € M;.

The properties of the map (24.3) are completely determiretthé sequence
{an}. By choosingg, = 27", for example, we recover the uniformly hyperbolic
Bernoulli shift map (23.6). An intermittent map of the fori24(4) having the
asymptotic behavior (24.1) can be constructed by choosinglgebraically de-
caying sequenc,} behaving asymptotically like

1
On ~ s’ (24.7)

wheresis the intermittency exponent in (24.1). Such a partitiadto intervals
whose length decreases asymptotically like a power-leat,ih

1

IMnl ~ s (24.8)

As can be seen from (24.6), the Floquet multipliers of peciadbit families ap-
proaching the marginal fixed point, such as thé fnily increase in turn only
algebraically with the cycle length.

It may now seem natural to construct an intermittent toy nmageims of a
partition | M, = 1/n'*V/S that is, a partition which follows (24.8) exactly. Such
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a choice leads to a dynamical zeta function which can beenritt terms of so-

called Jonquiére functions (or polylogarithms) whichsarhaturally also in the

context of the Farey map (24.2), and the anomaloffsision of sect. 25.3. Weremark 25.7
will, however, not go along this route here; instead, we wilgage in a bit of

reverse engineering and construct a less obvious partittoch will simplify the

algebra considerably later without loosing any of the kejdees typical for inter-

mittent systems. We fix the intermittent toy map by specifyihe intervalsimy,

in terms of Gamma functions according to

I'h+m-1/s-1)

Mol =C [(n+m)

for n>2, (24.9)

wherem = [1/s] denotes the integer part of $andC is a normalization constant
fixed by the conditior); ", IMn| = g1 = &, that is,

(24.10)

Using Stirling’s formula for the Gamma function
I ~e?ZY°\Vor(1+1/122+..),

we verify that the intervals decay asymptotically lik&€'*1/9 as required by the
condition (24.8).

Next, let us write down the dynamical zeta function of the magp in terms
of its periodic orbits, that is

1:@ = | (1— |2An—p|)

p

One may be tempted to expand the dynamical zeta functiomnrstef the binary
symbolic dynamics of the map; we saw, however, in sect. 2@bsuch cycle ex-
pansion converges extremely slowly. The shadowing meshabetween orbits
and pseudo-orbits fails for orbits of the form™With stabilities given by (24.6),
due to the marginal stability of the fixed poit It is therefore advantageous to
choose as the fundamental cycles the family of orbits witthecd® or, equiva-
lently, switch from the finite (binary) alphabet to an infendlphabet given by

101 > n.

Due to the piecewise-linear form of the map which maps imtsni,, exactly
onto M1, all periodic orbits entering the left branch at least twace canceled
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exactly by pseudo cycles, and the cycle expanded dynangtafunction depends
only on the fundamental series1D, 10Q,.. .:

1/¢2)

n(l_M): Z|A10n 1

p#0

1-bwaI(n+m-1/s—-1)
1- Z I'(n+ m) z'.

1-(1-bz-C

(24.11)

The fundamental term (20.7) consists here of an infinite suemn algebraically
decaying cycle weights. The sum is divergent|r> 1. We will see that this
behavior is due to a branch cut ofZlstarting aiz = 1. We need to find analytic
continuations of sums over algebraically decreasing tém(24.11). Note also
that we omitted the fixed poir in the above Euler product; we will discussed
this point as well as a proper derivation of the zeta functiormore detail in
sect. 24.2.4.

24.2.2 Branch cuts

Starting from the dynamical zeta function (24.11), we fimtdnto worry about

finding an analytical continuation of the sum far> 1. We do, however, get this
part for free here due to the particular choice of intervabtes made in (24.9).
The sum over ratios of Gamma functions in (24.11) can be eteduanalytically

by using the following identities valid for/5 = o« > 0 (the famed binomial

theorem in disguise),

e « non-integer

(1&—ZHZ%£Df (24.12)
e «integer
(1-2%log(l-2) = Zal(—l)”cnz” (24.13)
N :11)a+1 , Z (n-—a- 1)'
neatl

with
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In order to simplify the notation, we restrict the interraiity parameter to the
range 1< 1/s < 2 with [1/s] = m = 1. All what follows can easily be generalized
to arbitrarys > 0 using equations (24.12) and (24.13). The infinite sum inl(P4
can now be evaluated with the help of (24.12) or (24.13),ithat

ZF(n 1/9) { r(-3)[@-2Ys-1+17 for 1<1/s<2;
r'n+1) Q-2log(1-2)+2z for s=1.

The normalization constaidt in (24.9) can be evaluated explicitly using (24.10)
and the dynamical zeta function can be given in closed forra.ottain for 1<
1/s<2

1o (l_pg 2 LBl s L1
1/.(2=1-(1-b)z 1/s—11—a((1 2) 1+Sz). (24.14)
and fors =1,
1-b
1/§(z):1—(1—b)z—am((l—z)log(l—z)+z). (24.15)

It now becomes clear why the particular choice of intervedg made in the last
section is useful; by summing over the infinite family of pelic orbits 01 ex-
plicitly, we have found the desired analytical continuatfor the dynamical zeta
function for|z > 1. The function has a branch cut starting at the branch geint
and running along the positive real axis. That means, thamycal zeta function
takes on dierent values when approaching the positive real axis far:R#& from
above and below. The dynamical zeta function for generaD takes on the form

b
1) =1-(A-be- Soa 2 (-9Y-0@)  (419)

for non-integerswith m=[1/s] and

a 1—bi
Om(1)1-azmt

1/ =1-(1-b)z ((1-2"log(1-2) - gm(2)(24.17)

for 1/s = minteger andgs(2) are polynomials of ordem = [1/s] which can
be deduced from (24.12) or (24.13). We thus find algebraindirauts for non
integer intermittency exponentgdand logarithmic branch cuts for/ 4 integer.
We will see in sect. 24.3 that branch cuts of that form are gefar 1-dimensional
intermittent maps.

Branch cuts are the all important new feature of dynamict fenctions due
to intermittency. So, how do we calculate averages or esedipg of the dynamics
of the map from a dynamical zeta function with branch cuts?ake ‘a learning
by doing’ approach and calculate the escape from our toy wrag £ b.

inter - 19nov2012 ChaosBook.org version14, Dec 31 2012



CHAPTER 24. INTERMITTENCY 490

Figure 24.5: The survival probabilityl’, calcu-
lated by contour integration; integrating (24.18)
inside the domain of convergen{z: < 1 (shaded
area) of J/(2) in periodic orbit representation
yields (18.26). A deformation of the contoyf
(dashed line) to a larger circheg; gives contribu-

tions from the poles and zeros (x) oflz) be-
tween the two circles. These are the only contribu-
tions for hyperbolic maps (a), for intermittent sys-
tems additional contributions arise, given by the
contoury., running along the branch cut (b).

(a)

(b)
24.2.3 Escape rate

Our starting point for the calculation of the fraction ofguMors aftern time steps,
is the integral representation (19.19)

_i —N E -1
I'h= o S@r_z (dzlogg (z)) dz, (24.18)

where the contour encircles the origin in the clockwisediom. If the contour
lies inside the unit circléz = 1, we may expand the logarithmic derivative of
71(2) as a convergent sum over all periodic orbits. Integrals surds can be
interchanged, the integrals can be solved term by term, lemdormula (18.26)
is recovered. For hyperbolic maps, cycle expansion metbodther techniques
may provide an analytic extension of the dynamical zetatfandeyond the lead-
ing zero; we may therefore deform the original contour inkarger circle with ra-
dius Rwhich encircles both poles and zeros'ot(2), see figure 24.5 (a). Residue
calculus turns this into a sum over the zerpsind poles of the dynamical zeta
function, that is

zeros
1

d
_ - _ - . >N _~ —
I'h= E + — ) dzz dzlog{ , (24.19)

where the last term gives a contribution from a large cingle We thus find
exponential decay df,, dominated by the leading zero or pole/of(2).

Things change considerably in the intermittent case. Thet@o= 1 is a
branch cut singularity and there exists no Taylor seriesiesion of/~* around
z=1. Second, the path deformation that led us to (24.19) regunore care, as it
must not cross the branch cut. When expanding the contoarde|} values, we
have to deform it along the branch R £ 1, Im (2 = 0 encircling the branch cut
in anti-clockwise direction, see figure 24.5 (b). We will denthe detour around
the cut asyy. We may write symbolically

zeros poles
b=2-2+P+¢
Yr YR Yeut
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where the sums include only the zeros and the poles in theeaidased by the
contours. The asymptotics is controlled by the zero, poleubrclosest to the
origin.

Let us now go back to our intermittent toy map. The asympgaticthe sur-
vival probability of the map is here governed by the behawbthe integrand
dizlogg"1 in (24.18) at the branch poiat= 1. We restrict ourselves again to the
case 1< 1/s < 2 first and write the dynamical zeta function (24.14) in therfo

102 =ag+a(l-2) +by(1-2Y5=G(1-2)

and

_b—a b = a 1-b
=1Tg PTITTs1oa

Settingu = 1 - z, we need to evaluate

1

nd
o 1-uy —IogG(u)du (24.20)

Yeut

whereyq: goes around the cut (i.e., the negativexis). Expanding the integrand
4 logG(u) = G’(u)/G(u) in powers ofu andu'/® atu = 0, one obtains

bo 1/8—1

i logG(u) = % + O(u). (24.21)

du
The integrals along the cut may be evaluated using the gdoensula

1 v T-—a-1) 1
2a P wd-uTdus T~

(1+O(1/n)) (24.22)

Yeut

which can be obtained by deforming the contour back to a lsopral the point
u =1, now in positive (anti-clockwise) direction. The contantegral then picks
up the (+1)st term in the Taylor expansion of the functighatu = 1, cf. (24.12).
For the continuous time case the corresponding formula is

1 t 11
ﬁ - 2efldz= mtaﬁ (2423)

Plugging (24.21) into (24.20) and using (24.22) we get tlyengsotic result

bg1 1 1 a 1-b 1 1
oot 1 1 . 24.24
" as[(1-1/9)ns  s—1b-al(l-1/s)ni/s ( )
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Figure 24.6: The asymptotic escape from an intermit o=
tent repeller is a power law. Normally it is precede: 10°
by an exponential, which can be related to zeros clo

to the cut but beyond the branch point= 1, as in
figure 24.5 (b). 106

0 200 400 600 800 1000

We see that, asymptotically, the escape from an internitegeller is described
by power law decay rather than the exponential decay we andida with for
hyperbolic maps; a numerical simulation of the power-lacapge from an inter-
mittent repeller is shown in figure 24.6.

For general non-integer/$ > 0, we write
1/£(2) = A(U) + (W)Y*B(U) = G(u)

with u = 1 — zand A(u), B(u) are functions analytic in a disc of radius 1 around
u = 0. The leading terms in the Taylor series expansion&(of andB(u) are

(on

-a _a 1-b
—a Y g(1l-a’

aO:

see (24.16). Expandin% logG(u) aroundu = 0, one again obtains leading or-
der contributions according to (24.21) and the generaltrésdlows immediately
using (24.22), that is,

a 1-b 1 1

In~ sg(l)b—al(1-1/9)ni/s’

(24.25)

Applying the same arguments for integer intermittency egmis ¥s = m, one
obtains

a 1-bm!

o (—qym1l__ ¢ -~ M
Fn~ (=) sgn(1)b—anm’

(24.26)

So far, we have considered the survival probability for sehep, that is we
assumedh < b. The formulas (24.25) and (24.26) do obviously not applytifier
casea = b, that is, for the bounded map. The fldgentag = (b — a)/(1 — a)
in the series representation @{u) is zero, and the expansion of the logarithmic
derivative ofG(u) (24.21) is no longer valid. We get instead

(1 + O(ul/s‘l)) s<1

d
aj IOQG(U) = { (% + O(ul_l/s)) s>1 °

Clkrcl-
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assuming non-integer/&for convenience. One obtains for the survival probabil-
ity.

- 1+0(ntYs) s<1
: 1/s+0o(nYs 1) s>1 -

For s > 1, this is what we expect. There is no escape, so the survighbpility

is equal to 1, which we get as an asymptotic result here. Thdtriors > 1 is
somewhat more worrying. It says thHat defined as sum over the instabilities of
the periodic orbits as in (22.18) does not tend to unity fogdan. However, the
cases > 1isin many senses anomalous. For instance, the invariasttgeannot
be normalized. It is therefore not reasonable to expectpthi@ddic orbit theories
will work without complications.

24.2.4 Why does it work (anyway)?

Due to the piecewise linear nature of the map constructdaeiptevious section,
we had the nice property that interval lengths did exactigade with the inverse
of the stability of periodic orbits of the system, that is

IMal = 1/|A10™ 2.

There is thus no problem in replacing the survival probgblii, given by (1.2),
(22.2), that is the fraction of state spatésurvivingn iterations of the map,

1 (n)
In=— il
n |M|Z|M.|

by a sum over periodic orbits of the form (18.26). The onlyittbworry about is
the marginal fixed poind itself which we excluded from the zeta function (24.11).

For smooth intermittent maps, things are less clear andattig¢tiat we had to
prune the marginal fixed point is a warning sign that inteesimates by periodic
orbit stabilities might go horribly wrong. The derivatiofitbe survival probability
in terms of cycle stabilities in chapter 22 did indeed relsiily on a hyperbolicity
assumption which is clearly not fulfilled for intermittentayps. We therefore have
to carefully reconsider this derivation in order to showt fheriodic orbit formulas
are actually valid for intermittent systems in the first glac

We will for simplicity consider maps, which have a finite nuentof says
branches defined on intervalels and we assume that the map maps each inter-
val Ms onto M, that is f(Ms) = M. This ensures the existence of a complete
symbolic dynamics - just to make things easy (see figure 24.2)
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The generating partition is composed of the domalis Thenth level parti-
tion C™ = {M;} can be constructed iteratively. Hafe are words = $,5,... s,
of lengthn, and the interval$\{; are constructed recursively

Msj = 51 M;), (24.27)

wheres jis the concatenation of letterwith word j of lengthn; < n.

In what follows we will concentrate on the survival prob#hill,,, postponing
other quantities of interest, such as averages, to lateidemtions. In establish-
ing the equivalence of the survival probability and the @eic orbit formula for
the escape rate for hyperbolic systems we have assumedh¢hatap is expand-
ing, with a minimal expansion raté’(x)| > Amin > 1. This enabled us to bound
the size of every survivor stripf; by (22.6), the stability\; of the periodic orbit
within the M;, and bound the survival probability by the periodic orbitrs{22.7).

The bound (22.6)

1 M 1
11— < — < Co—
Al IM| Al

relies on hyperbolicity, and is thus indeed violated foermtittent systems. The

problem is that now there is no lower bound on the expansite the minimal

expansion rate i&min = 1. The survivor stripMg» which includes the marginal

fixed point is thus completely overestimated byAlyn| = 1 which is constant for

all n. exercise 19.7

However, bounding survival probability strip by strip istrwehat is required
for establishing the bound (22.7). For intermittent systemsomewhat weaker
bound can be established, saying that the average sizepfaisalong a periodic
orbit can be bounded close to the stability of the periodic orhitaib but the
interval Mg. The weaker bound applies to averaging over each prime gqycle
separately

1 1 M| 1
Ci— < — — < Cr—, 24.28
AR e £ IME T A (24.28)

where the word represents a code of the periodic onpénd all its cyclic permu-
tations. It can be shown that one can find positive const@ntg’, independent
of p. Summing over all periodic orbits leads then again to (22.7)

To study averages of multiplicative weights we follow sdat.1 and introduce
a state space observalalE) and the integrated quantity

[N

A'X) = > a(fk(x)).

n—
k=0
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Figure 24.7: Transition graph corresponding to the al-
AF P> >0 >0 >0 > --

This leads us to introduce the generating function (17.10)
(@A),

where(.) denote some averaging over the distribution of initial pmimvhich we
choose to be uniform (rather than thg@riori unknown invariant density). Again,
all we have to show is, that constaitsg, C» exist, such that

Ap

1 1 n e
—< =y — AN dx < Crp—, (24.29)
IApl  Np ep IM| Ma |Apl

is valid for all p. After performing the above average one gets

1
Cil'n(B) < M AN dx < Coln(B), (24.30)
with
n
(2
I'n(B) = A (24.31)
P p

and a dynamical zeta function can be derived. In the intéentitcase one can
expect that the bound (24.29) holds using an averaging agusimilar to the

one discussed in (24.28). This justifies the use of dynanzietl functions for

intermittent systems.

One lesson we should have learned so far is that the natytzdlzét to use
is not {0, 1} but rather the infinite alphabé6¥11,0; k > 1}. The symbol 0
occurs unaccompanied by any 1's only in themarginal fixed point which is
disconnected from the rest of the transition graph, seedigdr7. chapter 12

What happens if we remove a single prime cycle from a dyndméta func-
tion? In the hyperbolic case such a removal introduces aipdhe 1/ and slows
down the convergence of cycle expansions. The heuristcgrdtation of such a
pole is that for a subshift of finite type removal of a singlén@ cycle leads to
unbalancing of cancellations within the infinity of of shadiog pairs. Neverthe-
less, removal of a single prime cycle is an exponentiallylspgaturbation of the
trace sums, and the asymptotics of the associated tracel&siis un&ected. chapter 23
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In the intermittent case, the fixed poifitdoes not provide any shadowing ,
and a statement such as

A1,0k+1 = Al,okAO,

is meaningless. It seems therefore sensible to take ouatherf(1-tg) = 1 -z
from the product representation of the dynamical zeta fand19.15), that is, to
consider a pruned dynamical zeta functigidider(2) defined by

1/§(Z) = (1 - Z)l/évinter(z) .

We saw in the last sections, that the zeta functifdind(2) has all the nice prop-
erties we know from the hyperbolic case, that is, we can fingcéecexpansion
with - in the toy model case - vanishing curvature contritnsi and we can calcu-
late dynamical properties like escape after having undedsthow to handle the
branch cut. But you might still be worried about leaving dé extra factor + z
all together. It turns out, that this is not only a matter ofvenience, omitting
the marginal cycle is a dire necessity. The cycle weighfl = 1 overestimates
the corresponding interval length #flor in the partition of the state spage by
an increasing amount thus leading to wrong results whemledilicg escape. By
leaving out thed cycle (and thus also th&ly: contribution), we are guaranteed to
get at least the right asymptotical behavior.

Note also, that if we are working with the spectral determin@9.3), given
in product form as

det(1- z£) =]—[ﬁ( A |A"‘)’
p

m=0

for intermittent maps the marginal stable cycle has to béueed. It introduces
an (unphysical) essential singularityzat 1 due the presence of a factor{k)~
stemming from th@® cycle.

24.3 Intermittency for cyclists

Admittedly, the toy map is what is says - a toy model. The pietse linear-
ity of the map led to exact cancellations of the curvaturetrifmutions leaving
only the fundamental terms. There are still infinitely mamnlits included in the
fundamental term, but the cycle weights were chosen in sweayathat the zeta
function could be written in closed form. For a smooth intiétemt map this all
will not be the case in general; still, we will argue that wedalready seen al-
most all the fundamentally new features due to intermiitem@hat remains are
technicalities - not necessarily easy to handle, but ngthéry surprise any more.
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In the following we will sketch, how to make cycle expansienhniques work
for general 1-dimensional maps with a single isolated nmaidiixed point. To
keep the notation simple, we will consider two-branch majik & complete bi-
nary symbolic dynamics as for example the Farey map, figu& 24 the repeller
depicted in figure 24.2. We again assume that the behaviortimedixed point is
given by (24.1). This implies that the stability of a family meriodic orbits ap-
proaching the marginally stable orbit, as for example theil{a10", will increase
only algebraically, that is we find again for large

1 1
A101 n1+1/s ?

wheres denotes the intermittency exponent.

When considering zeta functions or trace formulas, we dgaie to take out
the marginal orbiD; periodic orbit contributions of the forrig:; are now unbal-
anced and we arrive at a cycle expansion in terms of infinitedyy fundamental
terms as for our toy map. This corresponds to moving from auarly symbolic
dynamics to an infinite symbolic dynamics by making the idimattion

107 > n 107110 5 nm 100110™ 10t — nmk ..

see also table 24.1. The topological length of the orbitus tho longer determined

by the iterations of our two-branch map, but by the numbeiiroés$ the cycle

goes from the right to the left branch. Equivalently, one rdafine a new map,

for which all the iterations on the left branch are done in ste@. Such a map is

called aninduced magnd the topological length of orbits in the infinite alphabet
corresponds to the iterations of this induced map. exercise 12.1

For generic intermittent maps, curvature contributionthim cycle expanded
zeta function will not vanish exactly. The most natural waytganize the cycle
expansion is to collect orbits and pseudo orbits of the sapelagical length
with respect to the infinite alphabet. Denoting cycle weightthe new alphabet
astym.. = tygp-11gn-1_, ONe obtains

1t (24.32)

I
—
—
=
|
=
I
=
|
Ngk
o
®

p#0 n=1
= 1- Ztn - ZZ %(tmn—tmtn)
n=1 m=1n=1
Y Y Gt St + glldat) =D >SS
k=1 m=1n=1 I=1 k=1 m=1n=1

The first sum is the fundamental term, which we have already s the toy
model, (24.11). The curvature termagin the expansion are noetfold infinite
sums where the prefactors take care of double counting wiggperiodic orbits.
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Table 24.1: Infinite alphabet versus the original binary alphabet f@r shortest periodic
orbit families. Repetitions of prime cycles (1 12,0101 = 01%,...) and their cyclic
repeats (116 101,1110= 1101,...) are accounted for by cancelations and combination
factors in the cycle expansion (24.32).

oo — alphabet binary alphabet
n=1 n=2 n=3 n=4 n=>5
1-cycles n 1 10 100 1000 10000
2-cycles mn
In 11 110 1100 11000 110000
2n 101 0101 10100 101000 1010000

3n 1001 10010 100100 1001000 10010000

4n 10001 100010 1000100 10001000 100010000
3-cycles kmn

11n 111 1110 11100 111000 1110000
12n 1101 11010 110100 1101000 11010000
13n 11001 110010 1100100 11001000 110010000
21n 1011 10110 101100 1011000 10110000
22n 10101 101010 1010100 10101000 101010000
23n 101001 1010010 10100100 101001000 1010010000
31n 10011 100110 1001100 10011000 100110000
32n 100101 1001010 10010100 100101000 1001010000
33n 1001001 10010010 100100100 1001001000 10010010000

Let us consider the fundamental term first. For generic mnitéent maps, we
can not expect to obtain an analytic expression for the tefsum of the form

f(2) = i hnZ". (24.33)
n=0

with algebraically decreasing ceients
1
h, ~ s with a >0

To evaluate the sum, we face the same problem as for our toy thagpower
series diverges for > 1, that is, exactly in the ‘interesting’ region where poles,
zeros or branch cuts of the zeta function are to be expectgdai@fully subtract-
ing the asymptotic behavior with the help of (24.12) or (24, bne can in general
construct an analytic continuation 6¢z) aroundz = 1 of the form

f@ ~ A@+1-2*'B@® a¢N (24.34)
f@) ~ A@+@1-2*tIn(l-2 «aeN,

whereA(z) andB(2) are functions analytic in a disc arournd= 1. We thus again
find that the zeta function (24.32) has a branch cut alongdhkaxis Re > 1.
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From here on we can switch to auto-pilot and derive algelea@ape, decay of
correlation and all the rest. We find in particular that thgnastotic behavior
derived in (24.25) and (24.26) is a general result, thahis,survival probability
is given asymptotically by

1

o ~ nl/s

(24.35)

for all 1-dimensional maps of the form (24.1). We have to warkit harder if
we want more detailed information like the prefac@rexponential precursors
given by zeros or poles of the dynamical zeta function or d&iginder corrections.
This information is buried in the function®(z) andB(2) or more generally in the
analytically continued zeta function. To get this analygantinuation, one may
follow either of the two diterent strategies which we will sketch next.

24.3.1 Resummation

One way to get information about the zeta function near tlhadir cut is to de-
rive the leading cd@cients in the Taylor series of the functioA$z) and B(2) in
(24.34) atz = 1. This can be done in principle, if the deientsh, in sums like
(24.33) are known (as for our toy model). One then consideesammation of
the form

Zhjzj - Zaj(l—z)j +(l—z)“‘1ij(1—z)j, (24.36)
=0 =0 =0

and the cofficientsa; andb; are obtained in terms of thg's by expanding (t2)!
and (1- 2)1**~1 on the right hand side arourm= 0 using (24.12) and equating
the codficients.

In practical calculations one often has only a finite numbecaefficients
hj, 0 < j < N, which may have been obtained by finding periodic orbits and
their stabilities numerically. One can still design a resuwation scheme for the
computation of the cdicientsa; andb; in (24.36). We replace the infinite sums
in (24.36) by finite sums of increasing degregsndny,, and require that

Na Np N
Yal-2 +@-2"" ) b(1-2 = ) hZ+ 0@V . (24.37)
i=0 i=0 i=0

One proceeds again by expanding the right hand side arpen@, skipping all
powerszZV*! and higher, and then equating fid@ents. It is natural to require that
N, + @ — 1 — ng| < 1, so that the maximal powers of the two sums in (24.37) are
adjacent. If one chooses + np + 2 = N + 1, then, for each cufblengthN, the
integersn, andny, are uniquely determined from a linear system of equatiohs. T
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price we pay is that the so obtained flaments depend on the cufdN. One can

now study convergence of the ¢beientsa;, andb;, with respect to increasing
values ofN, or various quantities derived fromy andb;. Note that the leading
codficientsay andby determine the prefactd® in (24.35), cf. (24.24). The re-
summed expression can also be used to compute zeros, insidesige the radius
of convergence of the cycle expansij@rhjzj.

The scheme outlined in this section tacitly assumes thapresentation of
form (24.34) holds in a disc of radius 1 arouné 1. Convergence is improved
further if additional information about the asymptoticssams like (24.33) is used
to improve the ansatz (24.36).

24.3.2 Analytical continuation by integral transformations

We will now introduce a method which provides an analytictoaration of sums
of the form (24.33) without explicitly relying on an ansa24(36). The main
idea is to rewrite the sum (24.33) as a sum over integrals thighhelp of the
Poisson summation formula and find an analytic continuatfosach integral by
contour deformation. In order to do so, we need to knowrtltependence of
the codficientsh, = h(n) explicitly for all n. If the codficients are not known
analytically, one may proceed by approximating the largpehavior in the form

h(n) =n™(Cy+Cont +..), n#0,

and determine the constar@snumerically from periodic orbit data. By using the
Poisson resummation identity

[ee)

Z S(x—n) = i exp(2imy) (24.38)

N=—co mM=—co

we may write the sum as (24.33)
f(2) = :—Lh(O) >y f dx €MXh(x)Z". (24.39)
2 mM=—oco 0

The continuous variabl& corresponds to the discrete summation indeand it
is convenient to write = r exp{o) from now on. The integrals are still not con-
vergent forr > 0, but an analytical continuation can be found by considgetime
contour integral, where the contour goes out along the rég)] makes a quarter
circle to either the positive or negative imaginary axis gods back to zero. By
letting the radius of the circle go to infinity, we essenyialbtate the line of inte-
gration from the real onto the imaginary axis. For the- 0 term in (24.39), we
transformx — ix and the integral takes on the form

fw dxhX)r*e* =i fw dx h(ix) r'xe™.
0 0
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The integrand is now exponentially decreasing for all0 ando- # 0 or 2r. The
last condition reminds us again of the existence of a branthktcRez > 1. By
the same technique, we find the analytic continuation fathallother integrals in
(24.39). The real axis is then rotated according te> signm)ix where signin)
refers to the sign af.

f dx e ZIMXf(x) XX = 4 f dx h(zix) rxgX@im=o)
0 0

Changing summation and integration, we can carry out theauarim| explicitly
and one finally obtains the compact expression

f2) = }h(0)+i f mdxr(ix)rixe‘x" (24.40)

f dx [h(lx)r'xeX‘T h(=ix)r~ 'Xe""]

The transformation from the original sum to the two integyial (24.40) is exact
forr < 1, and provides an analytic continuation fas 0. The expression (24.40)
is especially useful for anfigcient numerical calculations of a dynamical zeta
function for|z > 1, which is essential when searching for its zeros and poles.

24.3.3 Curvature contributions

So far, we have discussed only the fundamental tgifh, t, in (24.32), and

showed how to deal with such power series with algebraicddigreasing coef-
ficients. The fundamental term determines the main streafithe zeta function
in terms of the leading order branch cut. Corrections to lle¢hzeros and poles
of the dynamical zeta function as well as the leading andesulihg order terms
in expansions like (24.34) are contained in the curvatunmgdn (24.32). The

first curvature correction is the 2-cycle sum

(tmn - tmtn) H

NI =

m=1n=1
with algebraically decaying cfiécients which again diverge fdg > 1. The
analytically continued curvature terms have as usual lbrants along the positive
real z axis. Our ability to calculate the higher order curvatunen® depends on

how much we know about the cycle weigltts. The form of the cycle stability
(24.6) suggests that,, decrease asymptotically as

1

tmn ~ (nmyTs (24.41)
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for 2-cycles, and in general forcycles as

1
(M. .. my)Hl/s’

tymp..my, ~

If we happen to know the cycle weightg m,..m, analytically, we may proceed as
in sect. 24.3.2, transform the multiple sums into multipleegrals and rotate the
integration contours.

We have reached the edge of what has been accomplished s@fanputing
and what is worth the dynamical zeta functions from periaatiait data. In the
next section, we describe a probabilistic method appleablintermittent maps
which does not rely on periodic orbits.

24.3.4 Stability ordering for intermittent flows

,
J Longer but less unstable cycles can give larger contribatio a cycle
expansion than short but highly unstable cycles. In suclais@ns, truncation by
length may require an exponentially large number of verytalsie cycles before
a significant longer cycle is first included in the expansidhis situation is best
illustrated by intermittent maps. The simplest of theséésRarey map

_J fo=x/(1-x) 0<x<1/2
f(X)_{flz(l‘x)/x 1/2<x<1 , - (24.42)

For the Farey map, the symbolic dynamics is of complete pigre, so the
lack of shadowing is not due to the lack of a finite grammar, rattier to the
intermittency caused by the existence of the marginal fixaadtpg = 0, for which
the stability multiplier isAg = 1. This fixed point does not participate directly in
the dynamics and is omitted from cycle expansions. Its piaEsés, however,
very much felt instead in the stabilities of neighboring legowith n consecutive
iterates of the symbol 0, whose stability falls of only &s~ n?, in contrast to
the most unstable cycles withconsecutive 1's, which are exponentially unstable,
|Aow| ~ [( VB +1)/2]".

The symbolic dynamics is of complete binary type. A quickrdn the style
of sect. 15.7.2 leads to a total of 74,248,450 prime cyclelergjth 30 or less,
not including the marginal poirk, = 0. Evaluating a cycle expansion to this
order is an impressive computational feat. However, staluf the least unstable
cycle omitted is roughly\ ;0 ~ 307 = 900, so it yields a A% correction. The
situation may be much worse than this estimate suggestauseche next
cycle contributes a similar amount, and could easily reggdhe error. Adding
up all such omitted terms, we arrive at an estimated errobofie3%, for a cycle-
length truncated cycle expansion based on more th&pd@udo-cycle terms! On
the other hand, if one truncates by stability\atax = 3000, only 409 prime cycles
sufice to attain the same accuracy of about a 3% error, figure 24.8.
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Figure 24.8: Comparison of cycle expansion trun-

503

cation schemes for the Farey map (24.42); the 1

deviation of the truncated cycles expansion for 05
|1/¢n(0)] from the exact flow conservation value
1/£(0) = 0 is a measure of the accuracy of the 0.2
truncation. The jagged line is the logarithm of
the stability ordering truncation error; the smooth ¢'(0) 1
line is smoothed according to sect. 20.6.2; the di- 0.05
amonds indicate the error due to the topological

length truncation, with the maximal cycle lendth 0.02
shown. They are placed along the stability ¢hito
axis at points determined by the condition that the
total number of cycles is the same for both trunca-
tion schemes.

0.01

10 100 1000 10000

Amax

As the Farey map maps the unit interval onto itself, the legdiigenvalue

of the Perron-Frobenius operator should

egeak 0, so Y£(0) = 0. Devia-

tions from this exact result give an indication of the cogesrce of a given cycle
expansion. Errors corresponding tdfdrent truncation schemes are indicated in
figure 24.8. We see that topological length truncation seseane hopelessly bad
in this case; stability length truncations are somewhatehdbut still rather bad.
In simple cases like this one, where intermittency is calmlsed single marginal
fixed point, convergence can be improved by going to infirpphabets.

24.4 BER zeta functions

,
J So far we have focused on 1-d models as the simplest settiwbiah to
investigate dynamical implications of marginal fixed psintVe now take an al-
together diterent track and describe how probabilistic methods may heoymd
in order to write down approximate dynamical zeta functifmrsntermittent sys-

tems.

We will discuss the method in a very

general setting, for a flowrbitrary

dimension. The key idea is to introduce a surface of sedicuch that all tra-
jectories traversing this section will have spent some tioil near the marginal
stable fixed point anah the chaotic phase. An important quantity in what follows
is (3.5), thefirst return timer(x), or the time of flight of a trajectory starting in
x to the next return to the surface of secti®n The period of a periodic orbip

intersecting theP sectionn, times is

np-1

Tp= ) (),

k=0

where f(x) is the Poincaré map, ang, € ¥ is a periodic point. The dynamical
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zeta function (19.15)

np—1

Ap—ST,
&), Ao= > a(fi ().  (24.43)

1z s.p) = ]_[(1— A

p k=0
chapter 17

associated with the observalalgx) captures the dynamics of both the flawdthe

Poincaré map. The dynamical zeta function for the flow isioletd as 17(s,8) =

1/£(1, s, B), and the dynamical zeta function for the discrete time €ai@ map is

1/¢(z B) = 1/£(z 0. ).

Our basic assumption will bprobabilistic We assume that the chaotic in-
terludes render the consecutreturn (or recurrence times T(X;), T(Xi;1) and ob-
servablesi(x), a(xi,1) effectively uncorrelated. Consider the quangtf®o-sT0o.n
averaged over the surface of sectiBn With the above probabilistic assumption
the largen behavior is

n
<eBA(><o,n)—sT(X0,n)>P - (fp eBa(X)—Sfp(X)dx) ,

wherep(X) is the invariant density of the Poincaré map. This typeeifdvior is
equivalent to there being only one zexgs, B) = [ €#-5Mp(x)dxof 1/4(z s.8)

in the zB plane. In the language of Ruelle-Pollicott resonancesrti@ans that

there is an infinite gap to the first resonance. This in turrligsghat 1(z s, 8)

may be written as remark 17.1

1¢(zsp) =2~ f R p(x)dx (24.44)
P

where we have neglected a possible analytic and non-zefacpre The dynam-
ical zeta function of the flow is now

1¢(8p) = UL sp) =1- f 20 p(x)e T dx (24.45)
7)

Normally, the best one can hope for is a finite gap to the lepd#sonance of
the Poincaré map. with the above dynamical zeta functidy approximatively
valid. As itis derived from an approximation due to BaladikBhann, and Ruelle,
we shall refer to it as the BER zeta functiofyger(s, 8) in what follows.

A central role is played by the probability distribution eturn times

Y(t) = L o(t — 7(X))p(X)dx (24.46)

exercise 25.6
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The BER zeta function & = 0 is then given in terms of the Laplace transform of
this distribution

1/Caer(S) = 1 fo y(r)e .

exercise 24.5

Example 24.1 Return times for the Bernoulli map. For the Bernoulli shift map
(23.6)

X+ f(X) = 2x mod 1,

one easily derives the distribution of return times

The BER zeta function becomes (by the discrete Laplace transform (18.9))

- 4
1iger(@ = 1- ) yn?' = 1—25
n=1 n=1
_ o 1-z _
= Togp - ¢ @QA-ZN). (24.47)

Thanks to the uniformity of the piecewise linear map measure (16.13) the “approximate”
zeta function is in this case the exact dynamical zeta function, with the periodic point O
pruned.

Example 24.2 Return times for the model of sect. 24.2.1. For the toy model of
sect. 24.2.1 one gets Y1 = M|, and yn = IMi|(1 - b)/(1 - a), forn > 2, leading to a
BER zeta function

1iger®@ = 1- Ml - ) IMiZ),

n=2

which again coincides with the exact result, (24.11).

It may seem surprising that the BER approximation produgastaesults in
the two examples above. The reason for this peculiarityaslibth these systems
are piecewise linear and have complete Markov partitions.lofig as the map
is piecewise linear and complete, and the probabilistic@pmation is exactly
fulfilled, the cycle expansion curvature terms vanish. TEd&Bzeta function and
the fundamental part of a cycle expansion discussed in 86ct.1 are indeed
intricately related, but not identical in general. In pautar, note that the BER zeta
function obeys the flow conservation sum rule (20.17) by taoton, whereas
the fundamental part of a cycle expansion as a rule does not.
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Résum é

The presence of marginally stable fixed points and cyclesgde the analytic
structure of dynamical zeta functions and the rules for tansng cycle ex-
pansions. The marginal orbits have to be omitted, and thée axpansions
now need to include families of infinitely many longer andden unstable or-
bits which accumulate toward the marginally stable cycesrrelations for such
non-hyperbolic systems may decay algebraically with theageates controlled
by the branch cuts of dynamical zeta functions. Comparedute pyperbolic
systems, the physical consequences are drastic: expalineetiays are replaced
by slow power-law decays, and transport properties, sudheslifusion may
become anomalous.

Commentary

Remark 24.1 What about the evolution operator formalism? The main virtue of
evolution operators was their semigroup property (17.18)is was natural for hyper-
bolic systems where instabilities grow exponentially, aadlution operators capture this
behavior due to their multiplicative nature. Whether theletion operator formalism is a
good way to capture the slow, power law instabilities ofiintétent dynamics is less clear.
The approach taken here leads us to a formulation in terndgrmdmical zeta functions
rather than spectral determinants, circumventing evaudiperators altogether. It is not
known if the spectral determinants formulation would yiefdy benefits when applied to
intermittent chaos. Some results on spectral determimanatsntermittency can be found
in [24.2]. A useful mathematical technique to deal with &etl marginally stable fixed
pointis that ofinducing that is, replacing the intermittent map by a completelydrpplic
map with infinite alphabet and redefining the discrete timehave used this method im-
plicitly by changing from a finite to an infinite alphabet. W&fer to refs. [24.3, 24.20]
for detailed discussions of this technique, as well as appins to 1-dimensional maps.

Remark 24.2 Intermittency. Intermittency was discovered by Manneville and Pomeaul]24.
in their study of the Lorenz system. They demonstrated thatighborhood of param-

eter valuer, = 16607 the mean duration of the periodic motion scalesras 1;)Y/2.

In ref. [24.5] they explained this phenomenon in terms ofdirhensional map (such as
(24.1)) near tangent bifurcation, and classified possifes ofintermittency.

Piecewise linear models like the one considered here haae $tedied by Gaspard
and Wang [24.6]. The escape problem has here been treatmdifg) ref. [24.7], resum-
mations following ref. [24.8]. The proof of the bound (24)28 given in P. Dahlqvist’s
notes, se€haosBook.org/extras/PDahlqvistEscape.pdf.

Farey map (24.42) has been studied widely in the contexttefrimttent dynamics,
for example in refs. [24.16, 24.17, 20.3, 24.18, 24.19, 2024.2]. The Fredholm deter-
minant and the dynamical zeta functions for the Farey mapt@4nd the related Gauss
shift map (16.47) have been studied by Mayer [24.16]. Haaslthe continued fraction
transformation to the Riemann zeta function, and constrai¢tilbert space on which the
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evolution operator is self-adjoint, and its eigenvaluesexponentially spaced, just as for
the dynamical zeta functions [24.24] for “Axiom A” hyperlosystems.

Remark 24.3 Tauberian theorems.  In this chapter we used Tauberian theorems for
power series and Laplace transforms: Feller's monograpB®]% a highly recommended
introduction to these methods.

Remark 24.4 Probabilistic methods, BER zeta functions.  Probabilistic description
of intermittent chaos was introduced by Geisal and Thomdel[}]. The BER approx-
imation studied here is inspired by Baladi, Eckmann and IByey.14], with further
developmentsin refs. [24.13, 24.15].
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Exercises

24.1.

24.2.

24.3.

24.4,

24.5,

exerlnter - 6jun2003

Integral representation of Jonquiere functions.
Check the integral representation

B z 00 é_-oz—l
Jz.a) = @fo de S

Note how the denominator is connected to Bose-
Einstein distribution. Computé(x + i) — J(x — i€) for
arealx > 1.

for a>0.(24.48)

Power law correction to a power law. Expand
(24.21) further and derive the leading power law correc-
tion to (24.24).

Power-law fall off.
of orbits do not always behave in a geometric fashion.
Consider the mafh

1
0.8
0.6
0.4

0.2

02 04 06 08 1

This map behaves as — xasx — 0. Define a sym-
bolic dynamics for this map by assigning 0 to the points
that land on the interval [@/2) and 1 to the points that
land on (¥2,1]. Show that the stability of orbits that
spend a long time on the 0 side goesvasin particular,

show that

2
A ogo01~N
——

n

Power law fall-off of Floquet multipliers in the sta-
dium billiard **. From the cycle expansions point
of view, the most important consequence of the shear in
J" for long sequences of rotation bounagsin (8.13)

is that theA,, grows only as a power law in number of
bounces:

Ao ng. (24.49)
Check.
Probabilistic zeta function for maps. Derive the

probabilistic zeta function for a map with recurrence dis-
tribution y,.

24.6. Accelerated difusion.

In cycle expansions the stabilitiesp4.7.

Consider a majh, such that

h = f, but now running branches are turner into stand-
ing branches and vice versa, so tha?,B, 4 are stand-
ing while O leads to both positive and negative jumps.
Build the corresponding dynamical zeta function and
show that

t for > 2

tint for a =2
o2t ~{ 7 for ae(L,2)

t2/Int for a=1

t? for a €(0,1)

Anomalous diffusion (hyperbolic maps). Anoma-
lous difusive properties are associated to deviations
from linearity of the variance of the phase variable we
are looking at: this means theflilision constant (17.13)
either vanishes or diverges. We briefly illustrate in this
exercise how the local local properties of a map are cru-
cial to account for anomalous behavior even for hyper-
bolic systems.

Consider a class of piecewise linear maps, relevant to
the problem of the onset offélusion, defined by

AX for xe >O, x{]
a—Acylx— X' for xe|x], %

fo(x) = { 1-AN(x=x)) for xe x5, x| (24
l-a+A.,x—x7| for xe —xi,xg
1+ A(x—1) for x e _xg,l]

whereA = (1/3- €)1, A = (1/3 - 2e¥7), A, =
el a= 146 X" = 1/3,Xf = X" —€'7, %5 = Xt +€7,

and the usual symmetry properties (25.11) are satisfied.
Thus this class of maps is characterized by two escap-
ing windows (through which the ffusion process may
take place) of size@/”: the exponeng mimicks the or-

der of the maximum for a continuous map, while piece-
wise linearity, besides making curvatures vanish and
leading to finite cycle expansions, prevents the appear-
ance of stable cycles. The symbolic dynamics is eas-
ily described once we consider a sequence of param-
eter valuesien}, wheree, = A~ (™D: we then par-
tition the unit interval though the sequence of points
0,x{,x", X3, %x,X,%;,1 and label the corresponding
sub—intervals 1s,, S, 2, dp, da, 3: Symbolic dynamics is
described by an unrestricted grammar over the following
set of symbols

(1,2,3,s4-1,ds-3) #=ab ik=mm+1m

ChaosBook.org version14, Dec 31 2012



REFERENCES 509

This leads to the following dynamical zeta function: a matter of fact, from (24.51) we get the asymptotic be-
27 7 i _;haviorD ~ €'/, which shows how the onset offfiision
(51(2, a) =1- N 4 cosh(y)erln/y_lﬁ (1 - X) is governed by the order of the map at its maximum.

from which, by (25.8) we get Remark 24.5 Onset of diffusion for continuous maps.

26X IA-M(1 - 1/A) 1 54,571 Zoology of behavior for continuous maps at the
Tq_2_1 _4€r1n/y—1( ml (24. nset of dffusion is described in refs. [25.15, 25.16,

ATA=1/A) 24.25]: our treatment for piecewise linear maps was in-
The main interest in this expression is that it allows ex- troduced in ref. [24.26].

ploring howD vanishes in the — 0 (m+— oo) limit: as

A™I(1-1/A)? )
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